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Fig. 1. Our method explores the creative affordances of painting with real-world texture-geometry content, represented as 3D Gaussian Splats. Our novel
technique enables 3D artists to source both their brushes and their canvases from in-the-wild captures, and to swiftly remix highly realistic content through
direct and controllable painting for fast 3D prototyping and ideation. Here we use a set of Gaussian splat brushes to embellish this small patch of a local park.

We explore interactive painting on 3D Gaussian splat scenes and other
surfaces using 3DGaussian splat brushes, each containing a chunk of realistic
texture-geometry that make capture representations so appealing. The suite
of brush capabilities we propose enables 3D artists to capture and then
remix real world imagery and geometry with direct interactive control. In
particular, we propose a set of algorithms for 1) selecting subsets of Gaussians
as a brush pattern interactively, 2) applying the brush interactively to the
same or other 3DGS scenes or other 3D surfaces using stamp-based painting,
3) using an inpainting Diffusion Model to adjust stamp seams for seamless
and realistic appearance. We also present an ensemble of artistic brush
parameters, resulting in a wide range of appearance options for the same
brush. Our contribution is a judicious combination of algorithms, design
features and creative affordances, that together enable the first prototype
implementation of interactive brush-based painting with 3D Gaussian splats.
We evaluate our system by showing compelling results on a diverse set of
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3D scenes; and a user study with VFX/animation professionals, to validate
system features, workflow, and potential for creative impact. Code and data
for this paper can be accessed from splatpainting.github.io.
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1 Introduction
The real world abounds with visual richness and diversity, and has
always been an important source of creative inspiration for digital
3D authoring. Modern multi-view 3D capture algorithms, such as
NERFs [Mildenhall et al. 2021] and 3D Gaussian splats (3DGS) [Kerbl
et al. 2023], have progressed in speed, quality and capabilities, but
their practical applications remain largely confined to novel view
synthesis, in part due to a lack of versatile interaction and editing
tools. Emerging work is exploring high-level editing of 3D capture
representations, for example through text-based generative AI in-
terfaces [Chen et al. 2024b,a; Haque et al. 2023]. Existing techniques
however, lack direct artist control over the editing process, a re-
quirement for most real-life use cases, where the 3D designer has
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specific goals in mind, for example 3D scene prototyping, archi-
tectural visualization and game design. Our paper is the first to
explore interactive painting on 3D Gaussian splat scenes and other
surfaces using 3D Gaussian splat brushes, each containing a chunk
of realistic texture-geometry that make capture representations so
appealing. The suite of brush capabilities we propose enables 3D
artists to capture and then remix real world imagery and geometry
with direct interactive control.

The appeal of 3D captures lies in their effortlessly realistic ap-
pearance, difficult and time-consuming to achieve with traditional
graphics tools. This realism emerges from the unity of local scene
geometry and appearance, optimized to resemble the real world.
We argue that 3DGS and derivative point-based representations
are uniquely suited to novel direct editing interactions, because
they encode both appearance and texture explicitly, allowing spa-
tial manipulation without regard for topology, meshes, textures or
structured grids. While it is technically fast and simple to cut, move
and shift subsets of Gaussians within the scene, appropriate tools
are necessary to allow such manipulation in practice. We propose
a set of algorithms for 1) selecting subsets of Gaussians as a brush
pattern interactively, 2) applying the brush interactively to the same
or other 3DGS scenes or other 3D surfaces using stamp-based paint-
ing, 3) using inpainting Diffusion Model to adjust stamp seams for
seamless and realistic appearance. In addition, we present an ensem-
ble of brush parameters available to the artist, resulting in a wide
range of appearance options for the same brush.
Our principle contribution is the design and implementation of

the first end-to-end system for interactive modeling based on 3D
Gaussian splat painting. Our implementation presents novel solu-
tions to a number of sub-problems including:
• designing a set of interactive tools and brush parameters for
artistic brush creation and control using 3DGS content;
• computing oriented 3D Gaussian splat brushes for stamp-
based painting on 3D surfaces represented as meshes or 3DGS
scenes;
• deforming the splats in a brush stamp to ensure a smooth
appearance of the painted 3D stroke;
• producing seamless brush strokes despite overlapping brush
stamps, using diffusion inpainting;
• efficient modeling and rendering of brush strokes to facilitate
3DGS painting in real time.

We evaluate our system with numerous painting test cases and
conduct a pilot user study with three animation professionals. Fol-
lowing related work (§2), we first explain our 3DGS painting al-
gorithm assuming existence of 3DGS brushes (§3) and then detail
brush construction and parameters (§4).

2 Related Work

2.1 Multi-View 3D Capture Representations
NeRF [Mildenhall et al. 2021] and 3D Gaussian splatting (3DGS)
[Kerbl et al. 2023] are popular approaches for optimizing volumetric
radiance fields from a small collection of images and their corre-
sponding camera information. While both produce highly detailed
reconstructions, NeRF variants typically rely on grid support for
fast rendering [Fridovich-Keil and Yu et al. 2022; Müller et al. 2022],

or global feature decoders for added quality, which makes them
more challenging to refine with targeted edits without further op-
timization. Meanwhile, 3DGS manifestations [Huang et al. 2024;
Moenne-Loccoz et al. 2024; Yu et al. 2024b] are Lagrangian in spirit.
Their particle-based structure makes them more amenable to lo-
cal changes, while avoiding the introduction of regional or global
artifacts. While both approaches in their vanilla variation suffer
from baked lighting, active research in this area [Du et al. 2024; Gao
et al. 2025; Moenne-Loccoz et al. 2024] is moving toward relightable
3DGS represenations, amenable to editing. Our work anticipates
future advances in this area that will make 3DGS look even more
realistic with dynamic lighting effects.

2.2 Editing 3D Captures
The absence of topology makes volumetric radiance fields conve-
nient for global editing applications like stylization conditioned on
text [Wang et al. 2022] and images [Liu et al. 2024]. State of the art
works have successfully used guidance from powerful generators
such as 2D diffusion models [Haque et al. 2023; Koo et al. 2024;
Mikaeili et al. 2023]. Nonetheless, grid-based nature of NeRFs make
them less flexible than 3DGS, which has seen a large volume of
literature directed at primarily AI-based editing, including, but not
limited to [Choi et al. 2024; Liu et al. 2024; Palandra et al. 2024;
Vachha and Haque 2024; Wang et al. 2024; Wu et al. 2025; Yi et al.
2024]. However, this line of research provides limited means of
direct artistic control to Gaussian editing. The only work we are
aware of that demonstrates some direct painting-like interaction
with 3DGS scenes is GSTex [Rong et al. 2024], which demonstrates
rudimentary color change of Gaussians based on color stroke. Direct
artist-driven painting is an established creative technique, and our
work addresses this gap in 3DGS emerging applications.

2.3 Digital Painting
Digital painting tools are well-established in literature and com-
mercial products, with most tools for texturing designed to peri-
odically stamp an image or stencil over the interactive stroke to
achieve diverse appearance. This is true of commercial software
for 3D texture painting, such as Mari [Foundry 2023], Substance
3D Painter [Adobe 2023] and 3D Coat [Pilgway 2023]. Similarly
to these tools, we adopt a stamp-based approach, but in contrast
to prior techniques our brush is not a texture fragment, but con-
tains both geometry and texture. Indeed, scatter-painting features
have been employed within established sculpting software like Z-
brush, procedural terrain editors such as Gaea [QuadSpinner 2024],
World Creator [BiteTheBytes 2024] and game engines Unity [Unity-
Technologies 2024] and Unreal Engine [Epic-Games 2025]. While
3D texture brushes have long been used on traditional 3D represen-
tations, i.e. meshes, these brushes typically cause a geometry change
and do not actually stamp geometry, which would be difficult to
achieve with e.g. triangular meshes. We aim to show the promise of
combined texture-geometry brushes, enabled by the unique nature
of 3DGS representation and its unique appearance.

Like other stamp-based approaches working with more complex
textural elements, we are faced with the problem of achieving seam-
less appearance between brush stamps. For example, in the 2D
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(b) Stamp placement (§3.2) (c) Non-rigid deformation
(§3.3)

(d) Inpainting (§3.4)

Fig. 2. Painting technique: key aspects of the method in §3.

domain, some user-driven texture retargeting techniques [Lukáč
et al. 2015, 2013] can borrow natural texture transitions from an
exemplar, and a recent Diffusion Texture Painting adopts a diffusion
inpainting model to paint seamless textures on 3D objects with nat-
ural transitions [Hu et al. 2024]. Unlike these works, our approach
uses 3D texture patches. We further discovered that together with
our deformation technique, overlaps in brush stamps of the com-
bined texture-geometry content of 3DGS brush stamps is much less
jarring than overlapping image patches of a 2D stroke. Like [Hu et al.
2024], we leverage diffusion inpainting model to improve transitions
between stamps, but in our case, we adjust the 3D appearance of
3D patches.

3 Painting with Splats
We will first explain our method of painting on 3DGS scenes and
other surfaces, given an existing Gaussian splat brush. In §4, we
explore some techniques for constructing the brush itself.

3.1 Preliminaries
The input to our method is an existing 3DGS scene, defined as a set
G of independent Gaussian elements𝐺𝑖 , each defined by its position
𝝁𝑖 , covariance Σ𝑖 , view-dependent color and opacity 𝛼𝑖 . We refer to
[Kerbl et al. 2023] for the detailed definition of the original Gaussian
splats, and our technique readily applies to other Gaussian splat
variants, such as [Huang et al. 2024; Moenne-Loccoz et al. 2024], as
long as each individual𝐺𝑖 can be transformed by an affine transform
𝑇𝑖 , ensuring unchanged high-fidelity appearance under translation,
rotation and scaling. In the classic 3DGRT implementation, this
entails applying 𝑇𝑖 to 𝝁𝑖 , Σ𝑖 as well as the Spherical Harmonics
coefficients encoding the directional color effects. In addition, we
require the presence of a fast shader [Kerbl et al. 2023] which pro-
vides rendered depth, so we may compute first_hits(G,𝐶, 𝜏𝛼 ),
that for a given camera 𝐶 outputs the ID of the first hit Gaussian
per pixel, subject to a minimum opacity value of 𝜏𝛼 .

The input to our method is any pre-trained 3DGS scene G, and a
small 3DGS fragment B from the same or a different scene, which
we will refer to as the brush. The goal of our technique is to enable

3D artists to swiftly remix elements of captured 3D imagery through
interactive painting. Just as traditional digital painting software, our
brush operates by periodically placing the brush stamp B along the
stroke (§3.2). However, naive stamping results in jarring artifacts,
and we develop a stamp deformation technique (§3.3) that ensures
more organic appearance of painted 3D content. To push the seam-
less appearance of strokes further, we propose an automatic stamp
inpainting technique using a pre-trained Diffusion Model (§3.4).

3.2 Stamp Placement
Each brush B comes with an orientation frame O𝐵 comprising its
normal n𝐵 , tangent t𝐵 and bi-normal (n𝐵 × t𝐵)/| |n𝐵 × t𝐵 | | (Fig.2b).
Different orientations will produce very different looks, and we give
artist full control over these values during brush construction (§4).
In order to dynamically place copies of B, which we call stamps
B𝑖 , along the stroke during painting, we need to determine each
stamp’s location in 3D space, and its orientation.
First, we will describe obtaining a point-wise location and nor-

mal orientation of a stamp. The preview of this placement is vi-
sualized on hover in our system. The tangent orientation is only
finalized during painting. Given the current view camera𝐶 , we com-
pute first_hits(G,𝐶, 𝜏𝛼 ) within a small screen-space rectangle 𝑅𝑡
around the cursor location in screen space, resulting in a small set of
surface Gaussians G𝑡 ∈ G. The average of the means of G𝑡 becomes
the stamp location p𝑡 . The surface patch normal n𝑡 is estimated via
an SVD on the means of Gaussians in G𝑡 , becoming the vertical
orientation. Given an artist-specified height offset ℎ, p𝑡 will be offset
along n𝑡 (here and below, refer to Fig.2). This placement strategy
naturally extends to any proxy surface for which we can estimate
first hits and normals, such as dense point clouds or 3D meshes -
allowing us to support free placement in 3D space via such proxies.
As the artist paints the stroke, we accumulate 3D points p𝑖 and

associated normals n𝑖 , maintaining a dynamic cubic 3D spline S for
the currently painted stroke (Fig.2a). The first control point p0 is
placed based on the rectangle 𝑅0 around the cursor when the stroke
is initiated (e.g. through click or stylus touch down). Subsequently,
p𝑡 and n𝑡 for the current cursor location are computed during every
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Fig. 3. Ablation of the different steps of our method. (From Left to Right) Stamp Placement (§3.2), Deformation (§3.3) and Inpainting (§3.4).

rendering frame, but is only added to S if ∥p𝑡 − p𝑡−1∥ > 𝜏𝑆 , for
a world-space distance threshold 𝜏𝑆 . In practice, we set 𝜏𝑆 relative
to the size of B, and we find that it works robustly across scenes.
The spline S simply determines the geometry of the stroke and its
control points are independent of the placed brush stamp locations.
We use a cubic spline computation to fit the point set.

In order to evenly space brush stampsB𝑖 along the stroke, we rely
on the arc length parameterization ofS and an artist-specified brush
spacing parameter 𝜏𝐵 . At every frame, we compute the arc length
distance 𝑠 (., .) between the last stamp location b𝑖−1 and spline point
under cursor p𝑡 , and place the next stamp if 𝑠 (b𝑖−1, p𝑡 ) > 𝜏𝐵 (Fig.2b).
The cubic spline, allows us to also compute a tangent vector t𝑡 .
When placing the stamp, we copy the brush Gaussians B into stamp
Gaussians B𝑖 . Then, we compute the best fit rigid rotation to align
the brush stamp tangent t𝐵 and normal n𝐵 with the t𝑡 and n𝑡 under
the cursor. The oriented stamp is then translated to place its center
at b𝑖 ← p𝑡 offset by ℎ along n𝑡 . No stamp is placed at the initial
spline point p0, because the spline tangent cannot yet be computed,
but we set saved b0 to p0 to bootstrap the stamp placing algorithm.
The rigid stamp transform is insufficient for natural appearance,
and we next detail a method for non-rigid stamp deformation.

3.3 Stamp Deformation
Although stamp placement specifies the center and orientation for
each brush instance, many stamps span a region large enough to
encounter curvature along the underlying spline. As a result, we
often see undesirable tangential protrusions (see Fig. 3 (Middle Left)).
We therefore approximate a non-rigid deformation of the stamp
along the spline’s curvature using local rigid transformations to
each Gaussian splat, following the spline’s orientation frame. Our
approach is inspired by spatial curve deformation techniques such
as “wires” [1998], but adapted for Gaussian splats.

Per-Gaussian Coordinate Transform. We first treat the stamp’s
center as the origin of its local coordinate system, defined by the
stamp’s tangent, normal, and binormal (t𝐵 , n𝐵 , b𝐵 ). Each Gaussian’s
center is expressed in this local frame by a 3D coordinate (𝑥,𝑦, 𝑧),

such that:
pstamp = 𝑥 t𝐵 + 𝑦 b𝐵 + 𝑧 n𝐵 .

When stamping along a spline S(𝑎) parameterized by arc length
𝑎, we compute a spline frame

(
tS (𝑎), nS (𝑎), bS (𝑎)

)
at each point.

To place a Gaussian originally at (𝑥,𝑦, 𝑧) in the stamp’s frame, we
move along S by 𝑥 in the tangent direction and then offset by 𝑦 and
𝑧 along the local binormal and normal, respectively:

pdeformed = S
(
𝑎 + 𝑥

)
+ 𝑦 bS

(
𝑎 + 𝑥

)
+ 𝑧 nS

(
𝑎 + 𝑥

)
.

This ensures each Gaussian is rigidly “tracked” along the spline,
conforming to its curvature without unwanted scaling.

Orientation Adjustment. In addition to updating Gaussian centers,
we also rotate each Gaussian’s local axes to match the spline’s
orientation at its deformed location. Specifically, the stamp’s original
axes

(
t𝐵, n𝐵, b𝐵

)
are reoriented to align with

(
tS (𝑎 + 𝑥), nS (𝑎 +

𝑥), bS (𝑎 + 𝑥)
)
. This per-Gaussian rotation preserves the shape of

each splat and aligns it naturally with the local geometry of the
spline.
Because we approximate deformation via local rigid transforms,

stamps remain visually coherent even if the spline bends. As a
result, large, asymmetric stamps can be painted across curved paths
without incurring undue distortions, preserving both the geometric
and textural fidelity of the Gaussian splats.

3.4 Diffusion Inpainting
When painting with complex or asymmetric stamps, overlapping
regions along a stroke may exhibit visible seams or inconsistent
texturing. Optimal positioning and geometric deformation could be
insufficient for creating a seamless blend (see red texture pattern
in Fig.3). To address this, we introduce a diffusion model-guided
inpainting process that modifies the appearance of the overlapping
region between stamps to be seamless.

In order to begin the inpanting process, we must first identify the
intersecting gaussians and set up camera views which provide the
diffusion model with sufficient context for inpainting.

Stamp Overlap and Camera Setup. For each pair of overlapping
stamps, we first locate the midpoint on S between their centers
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and compute S’s normal and binormal at that point. Two virtual
cameras are then positioned by traveling along these directions—
the normal for a top-down view, binormal for a side-on view —
and each camera is oriented to look back at the midpoint. The
distance is automatically calculated so that both stamps appear fully
within the camera’s frustum. We render each stamp separately from
both camera views to generate visibility masks, and intersect these
masks to identify the screen-space overlap between the stamps. We
then unproject pixels in the overlap to identify all the gaussians
contributing to the overlapping region (yellow region in Fig.2(d)).

Inpainting and Optimization. We then inpaint the 2D screen-space
overlap region in each camera view using SD-XL’s inpainting check-
point [Podell et al. 2023], producing a visually plausible transition
between stamps. This inpainted result guides an optimization that
adjusts the selected Gaussians’ opacity and features.
Specfically, let 𝐼render and 𝐼inpaint be the differentiably rendered

and inpainted images, respectively and Let Ω be the set of gaussians
in the overlapping region. We optimize the opacity and features of
gaussians in Ω based on two loss components: a visual consistency
loss to inpaint the gaussians and an opacity regularization to ensure
that we retain a minimum saliency across the optimization.

Lvisual = 0.25 ℓ1
(
𝐼render, 𝐼inpaint

)
+ 0.75

(
1−SSIM

(
𝐼render, 𝐼inpaint

) )
,

(1)
where ℓ1 is the L1 norm (sum of absolute differences) and SSIM
measures structural similarity. Let 𝛼𝑜

𝑖
be the original opacity of

Gaussian 𝑖 ∈ Ω, and let 𝛼𝑖 be the updated opacity after optimization.
We define:

Lopacity = max
(
0, 0.5

∑︁
𝑖∈Ω

𝛼𝑜𝑖 −
∑︁
𝑖∈Ω

𝛼𝑖

)
, (2)

which penalizes any reduction in total overlap opacity below half
of its original value. Finally, the total loss is given by

L = Lvisual + 𝜆Lopacity, (3)
where 𝜆 is a hyperparameter controlling the strength of the opacity
regularization. We repeat this process for all such stamp overlaps
across the stroke. By only optimizing the features and opacity of
overlapping gaussians from two relatively independent views, we
are able to achieve as seamless as possible transitions without com-
promising the 3D consistency and integrity of the gaussian stamp
and retaining the real-time nature of our application.

Multi-stroke blending. In addition to painting seamless strokes,
we can also blend intersections between strokes with diffusion in-
painting. This is supported by first allowing the disparate strokes
to be placed in the scene without obstruction from each other and
blend geometrically. The intersection is then treated as a seam and
input to the diffusion inpainting algorithm as before, to create a
seamless blend between the strokes (refer to Fig.8 for examples).

4 Brush Creation
We provide a streamlined interface for creating custom Gaussian
splat brushes directly from captured scenes. The process consists
of two primary steps: (1) selecting a patch of Gaussians to serve as

the brush “stamp,” and (2) specifying key brush parameters such as
orientation, spacing, and height offset.

4.1 Selecting the Brush Patch
Users can select a patch of Gaussians for their brush in two ways:
(i) via an existing 3D segmenter, or (ii) using our custom screen-
space bounding box tool, which supports unions, intersections, and
removals of selected splats as shown in Fig.4. An optional connected-
components mode restricts selections to contiguous regions.

Fig. 4. Stamp Selection: Iterative interactive refinement of a selection with
screen-space bounding boxes to select a complex flower stamp.

4.2 Brush Parameters
Once the desired Gaussians have been isolated, users can choose to
set up the brush using a gizmo that allows them to set the stamp’s
orientation and scale. The orientation defines the brush’s tangent
(t𝐵 ) and normal (n𝐵 ) directions, specifying how the brush will align
with surfaces and the underlying spline during painting. Beyond the
basic patch selection and orientation, users can also configure the
height offset (ℎ): which is the distance above (or below) the surface
at which the splats are stamped, and the spacing: which controls
how frequently the brush stamp is placed along the spline.

Fig. 5. BrushParameters: Effect of brush parameters on stroke appearance.
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Fig. 6. (From Left to Right): Additional ablations of the different steps of our method. Stamp Placement (§3.2), Deformation (§3.3) and Inpainting (§3.4).

4.3 Random Jittering
To avoid repetitive stamping, random jitter can be introduced for
both scale and rotation about the surface normal axis. Users specify
a range for these variations, enabling each placement of the brush
to differ slightly, producing more organic and varied results.

5 Experiments and Results

5.1 Implementation
All experiments and results presented were generated on a work-
station equipped with an NVIDIA RTX 4090 GPU, and all 3DGS
scenes used in the paper were captured and processed with Polycam
[Polycam 2025]. In our current implementation, the core painting
functionality—including spline computations, Gaussian splat brush
placement, orientation, non-rigid deformation and basic parameter
adjustments—runs in real time for brushes consisting of hundreds
of thousands of splats.
The only non-real-time component is the inpainting procedure

(§3.4), which is performed parallelly in a background process. As the
user continues painting, newly inpainted regions are periodically
updated in the scene without interrupting the interactive workflow.
For brush placement, we employ a small screen-space rectangle
R of 15 pixels centered on the cursor to detect initial stamp hits. Ad-
ditionally, we set the first-hit radius 𝜏𝛼 to be one-tenth of the brush
stamp’s base side length in all our examples, preventing excessive
overlap and facilitating smooth stroke transitions.

5.2 Qualitative Results
In Fig.3 and Fig.6, we show the effect of different aspects of our
painting algorithm, including basic stamping (§3.2), non-rigid stamp
deformation (§3.3) and diffusion inpainting (§3.4). The surprising
finding is that deformation of the splat stamps has the largest effect
on the quality of the stroke. This is in contrast to prior art on diffu-
sion texture painting [Hu et al. 2024] (which did not allow painting
3D content), where simple stamping technique was combined with
a diffusion model doing the heavy lifting for seamless appearance.
In Fig. 8 we illustrate that our blending approach can be extended
to inter-stroke interactions as well, providing additional support for
iterative painting. In Fig.5, we demonstrate the effect of different

brush parameters on the appearance of the stroke. The same cap-
tured realistic content can result in wildly different looks, giving
artists creative freedom to remix their captured imagery.

Our accompanying gallery Fig. 7 showcases a wide range of use
cases, both in terms of diverse brush stamps in style and functional-
ity as well as application scenarios, to demonstrate the flexibility
of our approach. In the realm of organic environments, we paint
natural-looking foliage (e.g., vines, bushes) with randomized jitter
for realistic variation, as well as entire forested landscapes. Struc-
tural applications include coherently extending walls, roads, and
rail tracks in scanned scenes, while painting in 3D space via sur-
face proxies is exemplified by repairing a broken gingerbread house
with a plane mesh and painting birds around a lighthouse using a
sphere mesh. We further illustrate texturing capabilities by adding
tiger stripes to a cat, detailing fashion garments, and building en-
tire virtual worlds—complete with forests, roads, and houses. These
examples collectively underscore the method’s versatility across
diverse creative and practical use cases.

5.3 User Study
To evaluate the creative potential and usability of our Gaussian
splat-based painting tool, we conducted a user study with three
professionals (P1 (Long-time 3D artist, head of production and tech-
nical direction with 20 years of experience), P2 (Technical director
specializing in realistic capture with 15 years of experience), P3
(Technical artist and engineer with 8 years of experience)) from a re-
puted animation studio. The participants had extensive end-to-end
3D production expertise (modeling, animation, VFX) and experience
working with diverse technical pipelines rooted in both traditional
modeling and 3D capture, making them ideal evaluators of emerging
3D capture-based creation tools. They provided informed consent;
sessions were recorded for analysis but anonymized for reporting.
We began by introducing the study’s purpose (a Gaussian splat

painting tool) and interviewing participants about their background,
experience and their thoughts on the power of capture for creative
workflows. After a brief tutorial on the core features of our tool
(e.g., brush selection, painting, jitter settings), participants chose
between two scanned scenes—one featuring a castle for extending
walls and foliage, and another showing a farm with a rail track.
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Fig. 7. Result Gallery: Our approach has many versatile use cases for quick 3D scene prototyping and design.
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Fig. 8. Multi-stroke Blending: Extending our blending approach to multiple strokes. Examples with (bottom) and without (top) multi-stroke blending.

Each scene included a library of ten pre-made brushes. Participants
then completed a guided task of either building a small village and
forested region near the farm or decorating the castle with walls
and foliage, followed by a freeform, open-ended exploration (See
Fig. 9 for scenes painted by the participants). We concluded with an
interview on overall impressions, potential use cases, and feature
requests. We present our findings organized under three key themes:
(1) Features and Creative Potential, (2) Extensions, and (3) Overall
Impressions and Road to Adoption.

Features and Creative Potential. All participants noted that paint-
ing with Gaussian splats could enable rapid, realistic prototyping
for concept art and environment design. For instance, P3 stressed
the flexibility of the workflow for building new worlds, particularly
in the context of text-based AI approaches that may not afford as
much direct artist control:

P3: “It’s quite easy to create a new world. It’s not just a
prompt and the AI generates everything; you have
more explicit control. You can create worlds really
rapidly and easily.”

The immediate feedback of painting directly onto the scene and
the value of brush-based interaction was also noted:

P1: “This paradigm of being able to paint with it is
is very important and very useful..the possibility of
painting worlds with brushes that you create from real
material would be very exciting for a lot of artists. ”

P2: “You have a step up from existing software like
Blender or Unreal... the way you can quickly create
roads or coherent structures from a scan is very help-
ful.”

Participants also praised the parameter-based controls (e.g., ran-
domness/jitter), enabling naturalistic variations:

P1: “The function, the randomness of the brush, and
the fact that you can control that randomness is very,
very useful. Anything that has to look a little bit more
natural — this is very useful.”

Several participants highlighted the value of easily modifying
captured scenes.

P1: “If we capture an environment and want to modify
it quickly, working with photogrammetry is still very
painful. But having something that looks realistic and
being able to edit it ... that’s very valuable.”

Others emphasized urban design or architectural visualization use
cases:

P2: “Let’s say I scan a park with my drone. I can quickly
see what it would look like if we moved the fountain
or chairs... It’s a good way to design and have a realis-
tic look, faster than redoing everything as a standard
mesh.”

Another major theme was time-based features for animation or
stop-motion:

P1: “If you can keyframe the painting process, I can
imagine some of our artists already doing some very
beautiful work with this.. ”
P2: “I want a timeline at the bottom... frame 1, frame 2,
frame 3... as I paint... that would save my life for doing
stop-motion with Gaussian splats. The brush could be
used to represent movement in time for a stamp too
instead of a modeling tool.”
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Fig. 9. Scenes painted by participants during our pilot study. Apart from the
pre-existing castle structure, all other elements (flowers, vines, trees, walls,
houses, roads) were added by the participants using pre-made brushes.

Extensions. While participants found the tool promising, they
identified several enhancement areas. One prominent request was
the ability to remove or carve existing gaussians:

P1: “It’s nice to be able to add things. If we could also
remove or delete..but using the brush..like a carving
effect.. that would be really, really, really cool.”

Others mentioned semantically blending painted gaussians with
the underlying scene:

P1: “If you put your blend at 100%, it replaces what’s
there. At 50%, it does some interesting mix between
the the scene and what you’re painting - like painting
over a tree with flowers adds some of these flowers to
its branches and leaves.”

P1 suggested extensions to the jitter feature that could make it
even more exciting.

P1: “Jitter could be extended to semantic properties of
the brush stamp — like the size of a tree trunk or the
color of its leaves.”

Overall Impressions and Road to Adoption. Our findings suggest
that painting directly with real-world Gaussian splats addresses
important pain points in rapid scene modification and organic envi-
ronment creation. Participants envisioned using the tool for:
• Quick Iterations & Prototyping: Rapidly augmenting or remixing
captured scenes with realistic assets.
• Naturalistic Variations: Leveraging randomness to avoid repetition
(e.g., foliage, textures).
• Realistic Structures: Quickly modeling coherent structures with
realistic materials (e.g., roads, train tracks, walls).
• Stop-Motion/Animation: Integrating a timeline for keyframedmod-
ifications frame by frame.
They found the tool both easy to learn (taking ∼10 minutes on

average to familiarize themselves with the tool and its features)
and use (taking ∼5 minutes on average per scene in guided tasks).
Our directed questions on the likeliness of adoption received unan-
imously positive responses, conditional on minor UI, interaction
and data handling improvements to better align controls and file
formats with popular 3D software conventions familiar to artists.
In conclusion, participants were enthusiastic about the potential

for Gaussian splat painting to merge the speed of a brush-based
workflow with the realism of captured data.

6 Conclusion
We have presented the first method for direct, brush-based painting
on 3D Gaussian splat scenes, bridging the gap between the effort-
less realism of static captured 3D data and the flexible, creative
workflows enabled by brush-based interaction. Unifying Gaussian
splat-based representations with an intuitive and seamless 3D stamp-
based brushing interface, provides artists with the ability to quickly
remix geometry and appearance while retaining the rich detail in-
herent in real-world scans, with a playful interface similar in spirit
to the mixing and cloning of 3D meshes [Schmidt and Singh 2010;
Takayama et al. 2011].

Our results illustrate the versatility of our approach in handling
a variety of use cases: from painting organic foliage and forests to
building coherent man-made structures, and texturing animals or
garments. These examples demonstrate how Gaussian splat brushes,
which tightly integrate texture and geometry, foster efficient itera-
tive design across applications spanning concept art, architectural
visualization, and cinematic production. Our pilot study with three
animation professionals, further highlighted the tool’s potential for
rapid prototyping and artistic exploration: emphasizing the imme-
diate value of features such as random jitter for natural variation,
direct control over stamp placement, and robust handling of large-
scale structural elements via smooth deformations.

Despite these strengths, our framework comes with many limita-
tions. For instance, Gaussian splats lack dynamic relighting once
painted. While 3D scenes with baked-in lighting are desirable in
several expressive, artistic settings [Yu et al. 2024a], the inability
to adapt to changing illumination contexts limits such scenes from
wider adoption in 3D cinematic production.

Looking forward, we envision further context-aware painting
tools with semantic blending and jitter, and scene segmentation
based carving and erasing, for greater artistic freedom. De-lighting
and re-lighting brushes, and layering of painted scenes [Yu et al.
2024a] will allow further use of such scenes in a cinematic setting.
We believe this line of research, with the further integration of

interactive Gaussian splat painting and emerging diffusion-based
geometry-processing techniques, will open new frontiers in expres-
sive 3D painting, allowing artists to directly capture and draw from
our visually abundant real-world.
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